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A B S T R A C T   

The detection of delamination and rebar debonding is among the most frequently encountered issues for 
inspecting concrete for quality control and assurance. This paper presents a novel application of a 2D full- 
waveform inversion of ultrasonic SH-waves (SH-FWI) for detection of delamination and rebar debonding in 
concrete structures. The ultrasonic data are collected by a commercial shear-wave tomography device (MIRA) 
and analyzed by the SH-FWI method to extract the material properties (density and S-wave velocity) at mm- 
resolutions. Tested on a concrete slab with four delaminations of various sizes and depths and rebar debond
ing, the method was able to characterize all delaminations at accurate location and sizes, as well as identify the 
existence of rebar debonding. Compared to the synthetic aperture focusing technique (SAFT), the SH-FWI 
method provided clearer structural images with more detailed information of the delamination and rebar 
debonding.   

1. Introduction 

Concrete delamination and steel bar debonding are among the most 
common types of defects in reinforced concrete structures [1–3]. The 
primary causes of formation of these defects are either the corrosion of 
steel bar due to the presence of soluble chlorides [1,2], or the over
loading of the structure [3]. The corrosion of steel will first create a rust 
layer surrounding the rebar, which will result in the loss of the cohesion 
(debonding) between that bar and concrete. Later, the volumetric 
expansion of such rust layer will initiate internal cracks, which will then 
develop and connect to those from neighboring rebars to form the so- 
called concrete delamination [2]. With respect to overloading, a rela
tive sliding between concrete and steel bar will occur once the shear 
stress at the steel/concrete interface become greater than the shear 
strength that helped hold them together [3]. 

Regardless of the cause of formation, both delamination and rebar 
debonding will ultimately reduce the integrity of reinforced concrete 
structures and affect their ability to withstand the applied loads [2]. 
These types of defects have been intensively studied because of the 
following reasons. First, from the users’ point of view, structure owners 
are held accountable for any safety issues of their structures. As a result, 

they often desire to know all types of defects in the structures if any of 
them exists. Second, from the economic point of view, the early detec
tion of defects within a structure will help its owner to identify the most 
cost-effective course of maintenance actions. For example, while the 
active rebar corrosion within a specific bridge deck does not indicate an 
imminent bridge collapse, a knowledge of its existence will help the 
corresponding transportation agency to identify the most appropriate 
repair action/plan for that bridge deck. All being said, the ultimate goal 
of this study was to develop an accurate method for the detection of 
delamination and rebar debonding in concrete. 

Various nondestructive testing (NDT) methods have been developed 
and employed for the detection of delamination and rebar debonding in 
reinforced concrete structures. They include ground penetrating radar 
(GPR) [4,5,6,7,8], impact echo (IE) [9,10,11,7,12,13], or ultrasonic 
array techniques [14,15,10,11]. It has been observed that that each of 
these technologies has advantages and limitations. For example, con
cerning GPR, a recent study [16] suggested that the GPR has difficulty in 
detecting thin air-filled delamination due to the destructive interference 
of closely reflected signals; or it can hardly detect deep delamination due 
to signal attenuation and mixed waveforms between those from dense 
rebars and back-wall boundary. With respect to the IE method, while it 
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can provide the indication of concrete delamination, it is not able to 
accurately visualize such defects in 2D or 3D spaces. Furthermore, there 
have been no studies on the use of IE technique for detection of rebar or 
rebar debonding. As for the ultrasonic array measurements, the 
commonly used equipment is the MIRA device with the built-in software 
based on the synthetic aperture focusing technique (SAFT). A previous 
study [14] concluded that while the MIRA and its built-in SAFT can 
provide a clear visualization of concrete delamination, it cannot detect 
steel bar/concrete debonding. 

Using the complete recorded wavefields, the full-waveform inversion 
(FWI) is a promising approach for detection of concrete structural de
fects at high resolutions. Substantial development of FWI has been made 
in the past two decades [17], for material imaging at various scales from 
meters to kilometers (e.g., 2D FWI: [18,19,20,21,22], and 3D FWI: 
[23,24,25,26,27]). FWI algorithms have also been applied for NDT at 
smaller scales of millimeters to decimeters [28,29,30] and for imaging of 
concrete bridge abutments [31,32] and decks [33]. Most of these FWI 
studies focused on inversion of P- and S-waves (P-SV waves). Recently, 
the SH- and Love-wave inversion has gained more attention 
[34,35,36,37,38], since it has the advantage of higher sensitivity to S- 
wave velocity (Vs) and mass density than the P-SV wave inversion. To 
our best knowledge, the SH-FWI has not been applied for detection of 
damages in reinforced concrete structures. 

In this study, we apply a recently developed 2D SH-FWI method [39] 
on ultrasonic wavefields for detecting delamination and rebar debond
ing in concrete structures. The ultrasonic data are collected using a 
shear-wave tomography device (A1040 MIRA), which uses dry point 
contact (DPC) transducers. This portable device is selected because of its 
convenient operation and the rich ultrasonic information in collected 
waveform data [14]. The method’s capability is examined on a fabri
cated concrete slab, which includes rebars, artificial delaminations and 
rebar debonding of various severity. The SH-FWI result is also compared 
with the conventional synthetic aperture focusing technique (SAFT) 
[40]. 

2. Research methodology 

The 2D SH-FWI method has recently been developed for the 
geotechnical characterization at meter-scales [39], with its algorithm 
written in MATLAB. The method consists of the forward modelling using 
2D elastic SH-wave equations and model updating using the adjoint- 
state method with Tikhonov regularization. Through the iterative 
model updating, material properties Vs and mass density are extracted 
in the test domain. The method is briefly summarized herein for inver
sion of ultrasonic data. 

For the forward modelling, the time-domain finite-difference method 
[41] was used to solve 2D SH-wave equations to simulate ultrasonic 
wavefields as: 
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where ρ(x,z) is the mass density, μ(x,z) is the shear modulus, vy is the 
particle velocity, σxy and σyz are shear stresses, and fy is the applied force 
(source) in y-direction. At the top boundary of the modelled domain, the 
free surface condition was applied through the stress-imaging technique 
[42]. At the side and bottom boundaries of the domain, the perfectly 
matched layers [43] were applied to absorb outgoing waves for 
boundary truncation. 

The residual between estimated and observed ultrasonic waveforms 
is calculated as: 

∆dt,r = Dt,r(m) − dt,r, (4)  

where m represents the model parameters (i.e., Vs and density of cells). 
Dt, r(m) denotes the estimated ultrasonic data corresponding to model 
m, generated from the forward modelling, and dt, r denotes the measured 
ultrasonic data from the MIRA device. The subscripts t, r represent the t- 
th transmitter (source) and the r-th receiver. The objective function is 
then computed as the least-squares error: 

E(m) =
1
2
∆dT∆d, (5)  

where ∆d is a column vector, which includes the residuals ∆dt, r from all 
transmitters and receivers. T represents the vector transpose. 

The objective function is minimized by following a search direction 
(gradient). The gradients of the objective function with respect to Vs and 
density are computed based on the adjoint-state method [44] as: 
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where N is the number of transmitters, σxy
f, σyz

f and vy represent the 
shear stresses and particle velocity of the forward-propagated wavefield, 
respectively. Parameters σxy

b, σyz
b and uy

b represent the shear stresses 
and particle displacement of the back-propagated wavefield by propa
gating residuals from receiver locations, respectively. Tikhonov regu
larization [45] is then applied to regularize the gradients: 
(
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where D is the 2D Laplacian matrix, whose elements are either 1,− 4 or 0. 
The size of matrix D is N ×N, where N is the number of the reconstructed 
parameters or cells. Coefficients λ1 and λ2 represent the scaling factors 
between the regularization term and the gradient term. See [39] for 
more detailed implementation. 

The Vs and density models are updated iteratively along the steepest- 
descent directions [46] as: 
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where αn and βn are the optimal step lengths and obtained independently 
via parabolic fitting. Hn

− 1 is the inverse of Hessian matrix and its 
approximation [47] is adopted as: 
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where 

λ = 0.1 maxx
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where xt denotes the location of transmitter. Wt(x,xt) and Wr(x) repre
sents the energies of the forward-propagated wavefield and the back- 
propagated residual wavefield at location x = [x,z], respectively. Fac
tor λ is used to avoid the inverse of infinitesimals. Finally, the inversion 
analysis stops when the predefined maximum number (30) of iterations 
is reached, or the models cannot be improved (no optimal step lengths 
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are found). 

3. Experimental setup 

The 2D SH-FWI method was validated on a concrete slab fabricated 
in the Weil Hall Structures and Materials Laboratory at the University of 
Florida in Gainesville, Florida (USA). The formwork was designed and 
prepared for casting as shown Fig. 1a. It included standard Grade 40 
rebar, four delamination areas, and five debonding areas. A total of 22 
rebars of the same size (#5, US/Imperial) were installed in two 
orthogonal directions, 12 rebars in one direction and 10 rebars in the 
other direction. In each direction, the rebars were placed as two parallel 
layers as top and bottom steel. To simulate delaminations at various 
severity, four foam core backing boards of differing sizes and thicknesses 
were tied to the rebars at two depths of 65 mm and 130 mm (Fig. 1a). 
Two foams of 100 × 150 × 3 mm (upper, left) and 250 × 150 × 3 mm 
(upper, right) were embedded at a shallow depth of 65 mm. Two other 
foam areas of 250 × 150 × 6 mm (bottom, left) and 100 × 150 × 9 mm 
(bottom, right) were embedded at a deeper depth of 130 mm. To 
simulate the rebar debonding, the middle section of each lateral top 
rebar was coated with multiple rolls of tightly wrapped 4-mil visqueen 
plastic prior to the casting. As shown in Fig. 1a, from top to bottom, the 
number of rolls is two, four, six, eight, ten, respectively, to represent 
different severity of debonding. The cover depths for five debonding 
rebars vary from 56 mm to 58 mm. A high-slump concrete was cast and 
vibrated to ensure appropriate consolidation around foam delamination 
areas and rebar. The concrete was finished with a magnesium bull float 
to ensure a smooth surface for scanning device contact points. After 

removal of the formwork, the fabricated concrete slab had the dimen
sion of 1220 × 1150 × 190 mm. It was marked for the experiment as 
shown in Fig. 1b. 

Ultrasonic wave data were generated and collected by the commer
cial shear-wave system (A1040 MIRA) as shown in Fig. 2. The MIRA 
device consists of an array of dry point contact (DPC) transducers that 
emit ultrasonic waves into concrete structures and records the response. 
It has 48 transducers arranged in a 4 × 12 array at 3 cm spacing, with the 
transducers acting as transmitters and receivers in a sequential mode. 
Since the signal ray path is controlled by the transducer polarization, 
measurements were conducted along two directions: lateral (X) direc
tion and longitudinal (Y) direction as shown in Fig. 2a. Five parallel 
survey lines at 200 mm spacing were used for each direction as shown 
Fig. 1b (lines 1–5 for x-scan and lines A-E for y-scan). The MIRA device 
was moved along these survey lines (device center on the lines), and 
data were sampled for 51 scan points at 20 mm spacing for each line. A 
total of 255 scan points (5 × 51) were collected for each direction. For 
each scan point, a total of 66 measurements (time-history channels) 
were recorded for the total recording time of 0.6 millisecond with a 
sampling rate of 1 microsecond. 

3.1. Analysis of a sample dataset 

Analysis of a sample dataset is presented in detail to illustrate the SH- 
FWI method. The data were collected at the marked grid as shown in 
Fig. 2a and b for the top and side views, respectively. It is noted that the 
small shallow delamination shown in Fig. 1a (upper, left) was under the 
pictured sampling point in Fig. 2a. In addition, this scan area covered 

(a) 

 

(b) 

 
Fig. 1. The concrete slab specimen: (a) formwork used for concrete slab casting, and (b) finished concrete slab.  

(a) (b) 

Fig. 2. The MIRA used for data sampling: (a) top view, and (b) side view.  
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four rebars in two layers as shown in Fig. 2b. The measured ultrasonic 
data were filtered through the frequency bandwidth of 20 to 70 kHz 
before analysis. The data beyond this selected frequency range were not 
consistent and thus removed from analysis. Fig. 3a shows the filtered 
data (upper) induced by the first row of transducers, and the corre
sponding spectra (bottom) with the central frequency of around 45 kHz. 

For inversion, the dimension of medium was selected as 350 mm ×
200 mm (length × depth). The selected length was determined by the 
size of MIRA device that has the grid length of 330 mm (11 spaces of 30 
mm), and 10 mm spacing was added in each side. The inverted depth 
was defined as 200 mm, which is 10 mm deeper than the true thickness 
of concrete slab. The perfectly matched layers (PML) were applied at the 
bottom and two vertical boundaries of the medium to absorb outgoing 
waves of simulated wavefields. The PMLs were implemented by 
extending the numerical grid beyond the modelled domain, and each 
extended grid has the same values of Vs and density of cells along the 
edge of the modelled domain. This approach has two advantages. First, 
the true thickness of slab is not required for analysis and can be inter
preted from the inverted result. Specifically, the analyzed domain is 
thicker than the lab, and Vs and density are inverted for the entire 
domain to infer the back-wall. Second, PML eliminates the need to 
predefine the free surface condition at the bottom boundary in the for
ward simulation, which makes the application more flexible. During the 
inversion, the medium was discretized into 2 × 2-mm cells for both the 

forward modelling and model updating. The cell size of 2 mm was 
selected to achieve at least 10 grid points per minimum wavelength for 
accurate wave simulation and to provide a high-resolution inverted 
image. 

During the inversion, the source estimation was used to simulate the 
true source signature, see [39,48] for the detailed implementation. The 
source signature was estimated and updated at the beginning of each 
iteration due to the updated model parameters. Fig. 3b presents the 
estimated source signatures for all rows of transmitters associated with 
the initial model. Their similarity of phase and amplitude indicates the 
consistency of wave energy generated by the MIRA device. In addition, a 
calibration function [49] was applied to the estimated data to account 
for the attenuation due to material damping: 

y(r) = Arα (14)  

where r represents the source-receiver offset. The factor A and exponent 
α are constants, and they were determined by minimizing the energy of 
waveform residuals. Specifically, for each source-receiver offset, the 
maximum waveform amplitudes were averaged from all source-receiver 
pairs having the same offset to develop the amplitude-offset curve 
(AOC). The AOC of the estimated data was matched with that of the 
measured data to determine A and α. The calibration function y(r) 
represents the average wave attenuation along the entire length of the 

(a) (b) 

(c) (d) 

Fig. 3. Experiment: (a) the measured waveform and frequency distribution, (b) the estimated source signatures associated with the initial model, (c) the homogenous 
initial model based on measured Vs and density of concrete, and (d) final inverted result. 
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Fig. 4. Normalized least-squares error versus the iteration number.  

(a) (b) 

(c) (d) 

Fig. 5. Waveform comparison: (a) observed data and estimated data from the initial model, (b) observed data and estimated data from the final inverted model, (c) 
initial residual associated with the initial model, and (d) final residual associated with the final inverted model. 
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transducer array. It was determined at the beginning of each run and 
kept constant during inversion. 

To avoid the cycle skipping problem (matching of wrong waveform 
peaks), an appropriate initial model needs to be determined at the 
beginning of inversion. For Vs, the initial model was determined through 
the MIRA device measurement. The device built-in software calculated 
Vs at each sample location using the SH-wave arrival times (peak to 
peak) across all transducers. The Vs values from eight random locations 
on the surface of concrete slab were measured by the MIRA device, given 
the various values from 2460 to 2550 m/s. Therefore, the initial model 
was selected as a homogenous model with the averaged Vs value of 
2500 m/s (Fig. 3c, bottom). When the slab was cast, three concrete 
cylinder specimens were made to determine the initial density model. 
The average density value obtained from the cylinder specimens was 
around 2300 kg/m3, which was then chosen as the initial model for 
density (Fig. 3c, top). 

The density and Vs models were updated simultaneously and inde
pendently during inversion. The stopping criteria were setup as that the 
predefined maximum iterations of 30 was reached or no better model 

was found. The inversion stopped after 19 iterations and took approxi
mately 9 min on a desktop computer (Dell Precision, 40 cores of 2.0 GHz 
each, 1.0 TB RAM). The least-squares error for all 19 iterations is shown 
in Fig. 4. The error decreased gradually from 1.0 at the beginning to 
around 0.6 in the final iteration. 

Fig. 5a and b compare the measured data and estimated data asso
ciated with the initial model and final inverted model, respectively. The 
residuals corresponding to the initial model and final inverted model are 
shown in Fig. 5c and d, respectively. There are significant residuals at 
the beginning of inversion (Fig. 5c), since no reflection of rebar, 
delamination, and bottom boundary is generated from the initial model. 
As those objects were reconstructed during inversion, the waveform 
match improved (Fig. 5a to b), and the residuals decreased significantly 
for most channels (Fig. 5c to d). The measured and estimated waveform 
data agree well, both have similar phases and magnitudes for all chan
nels at the end of inversion (Fig. 5b). 

The final inverted results are shown in Fig. 3d for Vs and density. 
Compared to the initial model (Fig. 3c), the Vs and density changed 
significantly during inversion. The delamination is characterized at its 

a)

(b) (c)

Fig. 6. The 3D view comparison: (a) true delamination and rebars, (b) inverted density (upper) and Vs (bottom) from y-scan, and (c) inverted density (upper) and Vs 
(bottom) from x-scan. 
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true location (depth 65 mm, distance 0.02–0.12 m). It has the inverted 
Vs value of 1000–1300 m/s and density value of 1100–1300 kg/m3. It is 
noted that the inverted thickness of delamination (3 cells of 6 mm) is 
thicker than the true thickness (3 mm). This is due to the smoothing 
effect caused by the regularization, which led to the blurred top and 
bottom edges of delamination. Two top rebars are clearly imaged in both 
density and Vs models at the true locations (Fig. 2b). The rebars have Vs 
value of 3200–3500 m/s and the density value of 3500–4000 kg/m3. The 
inverted Vs value of rebar is close to the true Vs of steel, which is typi
cally around 3250 m/s. However, the inverted density value is lower 
than the true density of steel, which should be around 7800 kg/m3. This 
is because the initial density was too far away from the steel density, and 
the applied Tikhonov regularization smoothed the gradient that led to 
constrained parameter updating. The two bottom rebars are not imaged 
for this sampled location, as the reflections from these rebars are partly 
blocked by the delamination and mixed with those from the back-wall. 

Lastly, the concrete-air interface at the back-wall is imaged at a depth of 
about 0.19 m from the surface, showing good agreement with the true 
thickness of concrete slabs. 

3.2. Complete 3D result of the whole concrete slab 

All collected datasets were analyzed with the same procedure as 
illustrated in the previous section. The individual results were first 
combined into 2D cross-sections and then a 3D image. Each 2D cross- 
section was created by combing the inverted results from five succes
sive scans at 200 mm sampling intervals. Because the length of the 
analyzed medium (350 mm) for each scan is larger than the sampling 
interval (200 m), there is a 150 mm overlap between two adjacent scan 
areas. The density and Vs values within this overlap were taken as the 
average of the two corresponding values. The averaging helped to 
mitigate some inversion artifacts and enhance images of delamination 

(a) 

(b) c) 

Fig. 7. The plan view comparison: (a) true delamination and rebars, (b) the inverted density (upper) and Vs (bottom) from y-scan, (c) inverted density (upper) and Vs 
(bottom) from x-scan. 
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and rebars. The 2D cross-sections were then combined into a 3D image 
of the whole concrete slab. 

The rendering of 3D result images is shown in Fig. 6b and c for y-scan 
(longitudinal) and x-scan (lateral), respectively, together with the 
formwork photo (Fig. 6a). For both y-scan and x-scan, the 3D image has 
the length of 1150 mm, width of 1000 mm, and the depth of 180 mm. 
The length of 3D image is determined by the length of each combined 2D 
cross-section. The width is determined by the length of each survey line, 
which has 51 points and the interval spacing of 20 mm. The depth of 
180 mm (less than the slab thickness) was used to remove the back-wall 
image for better viewing of defects. For rendering, the transparency 
level with various density and Vs scales were selected. For the high- 
value cells (e.g., rebars), Vs values larger than 3200 m/s and density 
values larger than 3500 kg/m3 were selected to be shown as opaque. For 
the low-value cells (e.g., delamination, debonding of rebar), Vs value 
less than 1300 m/s and density value less than 1300 kg/m3 were 
selected to be shown as opaque. The remaining cells were shown as 
transparent for viewing of the entire model. 

The 3D images (Fig. 6b and c) clearly show the rebars and defects in 
both density model (top) and Vs model (bottom). In both x-scan and y- 
scan images, all four delaminations are well characterized with accurate 
depths and horizontal dimensions (width and length). However, the 
thicknesses of delaminations cannot be distinguished due the adopted 
regularization that smoothed the concrete-delamination contrast. In the 
y-scan image (Fig. 6b), the top layer of six shallowest rebars is well 
reconstructed, while the deepest layer of rebars is partly identified due 
to the weak signal coverage. In the x-scan image (Fig. 6c), the two layers 
of rebars are identified. The top layer of rebars is imaged clearer than the 
bottom layer of rebars due to stronger signal coverage. In addition, the 
rebar images have some discontinuities at rebar intersect locations. This 
is due to the signal blocking from the shallower transverse rebars. 

The rebar debonding is imaged at the middle section (blue section) of 
each rebar in both density and Vs images (Fig. 6c). The rebar debonding 
sections are clearly distinguished from the regular rebar sections. This is 
attributed to that the FWI uses the entire recorded data and matches 
positive and negative magnitudes separately in time domain. As the 
reflections from rebar debonding and regular rebars often have different 
phases (or signs of magnitudes), and matching positive and negative 
magnitudes separately helps to distinguish reflections from a low- 
velocity zone (debonding) and a high-velocity zone (regular rebar). It 
is noted that the debonding is characterized as low-density and low- 
velocity cells for the entire rebar cross-section, regardless of debond
ing levels. This is due to wave signal reflection at the outer boundary of 
debonding layers that does not allow propagation through the 
debonding layer into rebars. Nevertheless, the successful detection of 

the debonding is particularly important for assessments of rebar- 
concrete bonding, load transfer, and structural durability. 

For further assessment, the plan views of SH-FWI results are shown in 
Fig. 7, together with the formwork photo. Again, all four delaminations 
are characterized with accurate dimensions. The two shallow de
laminations (Fig. 7a, upper left and right) are better imaged than the two 
deeper ones (Fig. 7a, bottom left and right). The rebars in both directions 
are imaged at their true locations. The rebar debonding sections are 
identified and distinguished from the regular sections (Fig. 7c). 

For comparison, the same collected ultrasonic datasets were 
analyzed by the MIRA built-in software, which is based on the 2D SAFT 
[40]. Individual 2D images are then combined into a 3D image using the 
“IntroView” software provided by the MIRA manufacturer. Fig. 8a and b 
show the reconstructed 3D images for the y-scan and x-scan, respec
tively. In the y-scan image, the six shallow rebars and four delaminations 
are imaged. Similar to the SH-FWI result, only parts of the six deeper 
rebars in y-scan are reconstructed due to the weak signal coverage. In 
the x-scan image, the two layers of rebars and four delaminations are 
imaged. Unlike the SH-FWI, the built-in SAFT was not able to image the 
rebar debonding. This can be explained by that the SAFT image at a cell 
is computed as a sum of absolute magnitudes of recorded data at a flight 
time (travel time from a source to the cell plus travel time from the cell 
to a receiver), and negative and positive magnitudes have the same ef
fect. As the reflections from rebar debonding and regular rebars often 
have similar absolute values, the SAFT cannot distinguish them. 

The main advantage of the SH-FWI method over the SAFT is that the 
SH-FWI can provide the material properties (density and Vs) at mm- 
resolutions for comprehensive assessment of structure integrity, dam
age, and durability. Knowing both density and Vs, the shear modulus can 
be computed for subsequent engineering analyses (concrete strength, 
stress-strain, load-deformation). More importantly, the SH-FWI can 
characterize the high and low-velocity anomalies for assessment of 
deterioration levels. The SAFT can only provide the reflection images 
and cannot distinguish high- and low-velocity objects (e.g., both rebars 
and delaminations shown as red zones in Fig. 8). It is worth to note that 
the SAFT method requires much less computing time, and thus it re
mains the efficient and robust method for real-time inspection. 

The future work will be the application of this 2D SH-FWI method on 
field data with more challenging scenarios such as irregular, thin or 
water-filled delamination/cracks. As the method worked well for field 
data on soil/rock with thin soil layer, irregular soil zones, water-filled 
anomalies [39], it is expected to work well for these field scenarios of 
concrete structures. As it characterizes material properties (Vs and 
density) in mm-cells, the irregular or thin (>1–2 mm), or water-filled 
delamination should be imaged. However, field experiment is needed 

a) b) 

Fig. 8. Ultrasonic images processed by the MIRA built-in software based on 2D SAFT: a) y-scan and b) x-scan.  
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to confirm. Nevertheless, the presented results from the laboratory set
tings show the excellent capabilities of the method in detection of 
delamination and rebar debonding, and its superiority over the con
ventional SAFT. 

4. Conclusions 

The first-time application of 2D SH-FWI method is presented for 
detection of delamination and rebar debonding in concrete structures. 
The method was evaluated on a fabricated concrete slab with artificial 
delamination areas and rebar debonding. The ultrasonic SH-wave 
datasets were collected by a shear-wave tomography equipment 
(A1040 MIRA) and analyzed to build 2D cross-sections, which are then 
combined into a 3D representation. The method can characterize all four 
delaminations with accurate depths (65 and 130 mm) and dimensions 
(100 × 150 and 250 × 150 mm), as well as rebar debonding. Compared 
to the built-in MIRA software based on the SAFT, which cannot identify 
rebar debonding, the SH-FWI clearly distinguished the rebar debonding 
sections from the regular rebar sections. This is explained by that the 
reflections from debonding and regular rebars often have similar abso
lute magnitudes but different phases (or signs of magnitudes). Unlike the 
SAFT uses the absolute magnitudes in constructing images, the SH-FWI 
matches positive and negative magnitudes separately and thus be able to 
distinguish the regular and debonding rebars. Although the SH-FWI 
method requires more computer time for data processing, it is an effi
cient tool for targeted, in-depth inspection of concrete structures. The 
method can provide the material properties (density and Vs) at high 
resolution for comprehensive assessment of structure integrity, damage, 
and durability, as well as for subsequent engineering analyses such as 
concrete strength (moduli), stress-strain, and load-deformation 
behaviors. 
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